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Compositionality is a critical capability in Text-to-Image 
(T2I) models, as it reflects their ability to understand and 
combine multiple concepts from text descriptions. Existing 
evaluations of compositional capability  
• Rely heavily on human-designed text prompts or fixed 

templates, limiting their diversity and complexity 
• Evaluations have low discriminative power

Compositionality in T2I Generation How to evaluate compositionality 
of Text-to-Image models? 
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Individual Concept Performance (k=1)

We introduce ConceptMix, a scalable benchmark that evaluates T2I models’ compositionality 
with controllable difficulty, using GPT-4o to generate prompts and grade the images.

Training Data Concept Diversity

Qualitative Results

Two-stage approach: 
- Compositional Prompt Generation: ConceptMix uses 

GPT-4o to create diverse and complex prompts by 
combining one object with k random visual concepts. 

- Concept Evaluation: ConceptMix computes concept 
accuracy by having GPT-4 answer concept-specific 
questions.

Compositional Generation (k > 1)
- Limited exposure to complex concept combinations 
- Disparate concept representation

As prompts become more complex, image quality degrade. 
DALL·E 3 performs best, while SD v1.4 performs worst.

PaperWebsite Code

How to automatically 
generate prompts that compose 

diverse visual concepts?

How to automatically 
grade results based on 

(prompt, generated image)?

Takeaway: Color and style are the easiest  
while spatial, size, and shape are challenging.

Takeaway: Varying concept performance are 
observed within the same concept category.

•ConceptMix Shows Stronger Discriminative Power

•Performance of Eight T2I Models on ConceptMix

Takeaway: We observe a 
consistent performance drop 
as k increases with the 
leading proprietary model, 
DALL·E 3, struggling at k = 5.

ConceptMix

Takeaway: Colors & styles are most frequent; Shapes & spatial 
relationships are least; Most examples include 2-3 concepts.
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Why are models bad at k ≥ 3?

More details (in paper):  
Human evaluation & more experiment results


